Theory

3.

A tree is an undirected graph that is connected and acyclic. This graph with *n* nodes has *n-1* edges and is characterized by having a unique path between any pair of nodes on the tree. A spanning tree of an undirected graph *G* is a subset of the graph’s edges that form a tree containing (spanning) all nodes.

The optimal min/max spanning tree could be found using the naïve algorithm which consists of checking all possible spanning trees in a graph. However, if we have n nodes there are *2^n* possible spanning trees thus the algorithm has an exponential running time.

Another alternative for finding the min/max spanning tree is through a greedy algorithm (such as Prim’s or Kruskal algorithms). A greedy algorithm consists of picking up the next best solution while maintaining feasibility. In other words, it works in finding the next best local choice with the hope of finding the global optimum.

In the case of finding the optimal spanning tree, the greedy algorithm is the best approach as it does not only find the local best solution but gives as well a global optimal solution. This can be shown by the cut property which indicates that in any cut (*S, V-S*) in a graph *G*, any least weight crossing edge (for a min case) such as edge *e* incident to nodes *u* and *v* with *u ∈ S* and *V ∉ S* is in some minimum spanning tree of graph G. This can be proven as follows:

Consider a minimum spanning tree *T* of *G* where *e* is not in *T* and has a path between nodes *u* and *v*. Another minimum spanning tree *T’* that contains edge *e* is constructed based on the previous tree *T*. Since *T*  has a already unique path between *u* and *v*  we cannot add edge *e*  to *T* as it creates a cycle (tree should be acyclic). Thus, we assume that there is another edge *e’* that connect the cut to *T*. Thus, for *T’* we would have

and *weight (T’) = Weight (T) + W(e) – W(e’).* Since *e* is the lowest edge then the weight of *T’*  is less than the weight of *T.*  Thus, if T is a minimum spanning tree then *T’ =T* and *W(e) = W(e’)* proving that *T’* is also an MST where the least weight crossing edge is chosen (this can also be shown with a maximum spanning tree taking the highest weight crossing edge).

Both Prim’s and Kruskal are based on the cut property to find the min/max spanning tree. The Prim’s algorithm adds edges that have the lowest/highest weight to gradually build up the spanning tree. In other words, at every step, we need to find a cut and select the lowest/highest weight edge and include it in an empty set containing the spanning tree. This algorithm is very similar to Djikstra as it uses also a priority queue to find the lowest/highest edge and has a running time depending on the type of priority queue used. A running time of O (V^2) using an array priority queue. This running time is enhanced by using a binary heap and adjacency data structure with a running time of O(E log V) with E for edges and V for vertex.

The Kruskal’s algorithm is another approach to solve the min/max spanning tree problem but starts with the globally lowest / highest weight edge where we repeatedly add to the empty set the next lightest/heavier edge that does not produce a cycle. Sorting of the edges in this algorithm has a total running time of O (E log E). After sorting of the edges, we need to iterate through all edges and apply the union and find operations with a running time of *2E·T(Find)+V·T(Union) = O((E+V)log V) = O(E log V)*

Thus, the total running time is O (E log E) or O (E log V) which are similar. This running time can be also improved by using a randomized algorithm for minimum cut.
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